
4. Dynamical mean field theory

Fock space

We consider the Hilbert space HN for a system ofN identical particles. The

wave functionψN(
⇀
r1,

⇀
r2, . . . ,

⇀
rN) representing the probability amplitude for

finding the particles at N positions
⇀
r1 . . . ,

⇀
rN must satisfy

〈ψN|ψN〉 =

∫
d3r1 . . .d3rN|ψN(

⇀
r1, . . . ,

⇀
rN)|2 < +∞ (4.1)

HN is the Nth tensor product of the simple particle spaces H

HN = H ⊗H ⊗ · · · ⊗H (4.2)

If {|α〉} is an orthonormal basis of H, the canonical orthonormal basis of

HN is constructed from the tensor products:

|α1 . . .αN) ≡ |α1〉|α2〉 . . . |αN〉 (4.3)

The bra/ket have round brackets as long as the symmetry property is not

taken into account.

The basis states have wave functions

ψα1α2...αN(
⇀
r1,

⇀
r2, . . . ,

⇀
rN) = (

⇀
r1, . . . ,

⇀
rN|α1, . . . ,αN)

=
(〈⇀r1|⊗ 〈⇀r2|⊗ · · · ⊗ 〈⇀rN|

)(
|α1〉 ⊗ |α2〉 ⊗ · · · ⊗ |αN〉

)
= ϕα1(

⇀
r1)ϕα2(

⇀
r2) . . .ϕαN(

⇀
rN) (4.4)

The overlap of two vectors is

(α1α2 . . .αN|α ′1α
′
2 . . .α ′N) =

(〈α1|⊗ 〈α2|⊗ · · · ⊗ 〈αN|
)(

|α ′1〉 ⊗ |α ′2〉 · · · ⊗ |α ′N〉
)

= 〈α1|α
′
1〉〈α2|α

′
2〉 . . . 〈αN|α ′N〉

(4.5)

and the completeness relations of the basis follows from the tensor product

of the completeness relations of {|α〉}:∑
α1...αN

|α1α2 . . .αN)(α1α2 . . .αN| = 1 (4.6)
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1 is the unit operator in HN. HN is generated by linear combinations of

products of single particle wave functions.

Now we need to account for the symmetry property of the wave function.

In nature, for identical particles, only totally symmetric and totally an-

tisymmetric states are observed, corresponding to Bosons and Fermions,

respectively. The wave function for Fermions/Bosons obeys

ψ(
⇀
rp1,

⇀
rp2, . . . ,

⇀
rpN) = εPψ(

⇀
r1,

⇀
r2, . . . ,

⇀
rN) (4.7)

where P = (p1,p2, . . . ,pN) represents any permutation of the set (1, 2, . . . ,N),
and P is the parity (sign) of the permutation P (number of transpositions

needed to achieve the permutation). ε = −1 for Fermions, ε = +1 for

Bosons.

This restricts the Hilbert space of the N particle system; a wave function

ψ(
⇀
r1, . . . ,

⇀
rN) belongs to the Hilbert space H

(ε)
N of N Bosons (Fermions) if

it is symmetric (antisymmetric) under a permutation of the particles.

We define a symmetrization operator Pε by the action on the wave function:

Pεψ(
⇀
r1, . . . ,

⇀
rN) =

1

N!

∑
P

εPψ(
⇀
rp1,

⇀
rp2, . . . ,

⇀
rpN) (4.8)

E.g. for two Fermions

P−1ψ(
⇀
r1,

⇀
r2) =

1

2

(
ψ(

⇀
r1,

⇀
r2) −ψ(

⇀
r2,

⇀
r1)
)

(4.9)

with the group composition of two permutations P and P ′, the symmetriza-

tion operator Pε can be shown to be a projector (P2
ε = Pε). Thus, these

projectors project HN onto Fermionic and Bosonic Hilbert spaces:

H
(ε)
N = PεHN (4.10)

Now, a system of Bosons or Fermions with one particle in state α1, one in

state α2, . . . one in state αN is represented as

|α1 . . .αN} ≡
√
N!Pε|α1 . . .αN)

=
1√
N!

∑
P

εP|αp1〉 ⊗ |αp2〉 ⊗ . . . |αpN〉 (4.11)

Symmetrized states are marked with curly bra/ket. The Pauli principle

stating that two Fermions cannot occupy the same state is automatically

satisfied for antisymmetric states; if we take states |α1〉 = |α2〉 we have

|α1α2α3 . . .αN} =
√
N!P−1|α1α2α3 . . .αN) = −

√
N!P−1|α2α1α3 . . .αN) = 0
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(4.12)

From Eq. (4.10), if |α1α2 . . .αN) is a basis of the Hilbert space HN, then

Pε|α1α2 . . .αN) is a basis of Fermionic or Bosonic Hilbert spaces H
(ε)
N ; the

completeness (closure) relation Eq. (4.6) becomes the completeness relation

in H
(−1)
N or H

(1)
N :∑

α1...αN

Pε|α1α2 . . .αN)(α1α2 . . .αN|Pε

=
1

N!

∑
α1...αN

|α1α2 . . .αN}{α1α2 . . .αN| = 1 (4.13)

If a basis |α〉 is orthogonal in H, then the basis |α1α2 . . .αN) is orthogonal

in HN, and the basis |α1α2 . . .αN} is orthogonal in H
(ε)
N .

The scalar product of two such vectors constructed from the same basis

|α〉 is

{α ′1α
′
2 . . .α ′N|α1α2 . . .αN} = N!(α ′1α

′
2 . . .α ′N|P2

ε|α1α2 . . .αN)

= N!(α ′1α
′
2 . . .α ′N|Pε|α1α2 . . .αN)

=
∑
P

εP〈α ′1|αp1〉〈α ′2|αp2〉 . . . 〈α ′N|αpN〉 (4.14)

The basis |α〉 is orthogonal; therefore, the only nonvanishing terms in this

sum are the permutations P such that

α ′1 = αp1,α
′
2 = αp2, . . . ,α ′N = αpN (4.15)

If α ′1,α ′2, . . . ,α ′N is a permutation of α1,α2, . . . ,αN, the overlap can be

directly evaluated. For Fermions, there is at most one particle per state |α〉,
so that no two identical states can be present in the set {α1,α2, . . . ,αN};

only one permutation P can transform α1,α2, . . . ,αN into α ′1,α ′2, . . . ,α ′N.

The sum reduces to one term, and the result is

{α ′1α
′
2 . . .α ′N|α1α2 . . .αN} = (−1)P (for Fermions) (4.16)

For Bosons, one has to count the permutations that transform {α1,α2, . . . ,αN}

into {α ′1,α ′2, . . . ,α ′N}. The result is (for n1 Bosons in state α1, n2 in state

α2, . . . , np in state αp where states α1,α2, . . . ,αp are distinct):

{α ′1α
′
2 . . .α ′N|α1α2 . . .αN} = n1!n2! . . .np! (for Bosons) (4.17)
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The two results can be efficiently combined by specifying a state with

particles in states α1,α2, . . . ,αN in terms of occupation numbers α of

each state of the basis |α〉; nα is unrestricted for Bosons and can only be 0

or 1 for Fermions. In both cases, the total number of occupied states equals

the total number of particles:

N =
∑
α

nα (4.18)

Example: A three-Boson state with particles in states α1, α1, α2 would be

characterized as n1 = 2, n2 = 1, ni = 0∀i > 3. A three-Fermion state

with particles in states α1, α2, α3 would be written as n1 = 1, n2 = 1,

n3 = 1, ni = 0∀i > 4. With the convention 0! = 1 we then have

{α ′1α
′
2 . . .α ′N|α1α2 . . .αN} = εP

∏
α

nα! (4.19)

With this expression we obtain an orthonormalized basis for the Hilbert

spaces H
(ε)
N as

|α1α2 . . .αN〉 =
1∏
α nα!

|α1α2 . . .αN}

=
1

N!
∏
α nα!

∑
P

εP|αp1〉 ⊗ |αp2〉 ⊗ · · · ⊗ |αpN〉 (4.20)

(angular brackets | 〉 are now used for normalized symmetric or antisym-

metric states).

The overlap between a tensor product |β1,β2, . . . ,βN) and a symmetrized

(antisymmetrized) state |α1α2 . . .αN〉 is

(β1β2 . . .βN|α1α2 . . .αN〉 =
1√

N!
∏
α nα!

∑
P

εP〈β1|αp1〉〈β2|αp2〉 . . . 〈βN|αpN〉

≡ 1√
N!
∏
α nα!

S
(〈βi|αj〉)

(4.21)

where S(Mij) denotes a permanent (analogon of determinant without signs)

for Bosons

perm(Mij) ≡
∑
P

M1,p1M2,p2 . . .MN,pN (4.22)
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and a determinant for Fermions

det(Mij) ≡
∑
P

(−1)PM1,p1M2,p2 . . .MN,pN (4.23)

In coordinate representation, we obtain in this way a basis of permanent

wave functions for Bosons

ψβ1β2...βN(
⇀
r1,

⇀
r2, . . . ,

⇀
rN) = (

⇀
r1,

⇀
r2, . . . ,

⇀
rN|β1β2 . . .βN〉

=
1√

N!
∏
α nα!

perm(ϕβi(
⇀
rj)) (4.24)

and a basis of Slater determinants for Fermions

ψβ1β2...βN(
⇀
r1,

⇀
r2, . . . ,

⇀
rN) = (

⇀
r1,

⇀
r2, . . . ,

⇀
rN|β1β2 . . .βN〉

=
1√
N!

det(ϕβi(
⇀
rj)) (4.25)

The overlap of two normalized Boson or Fermion states is

〈β1β2 . . .βN|α1α2 . . .αN〉 =
1√∏

β nβ!
∏
α nα!

S
(〈βi|αj〉) (4.26)

The completeness relation in H
(ε)
N becomes∑

α1...αN

∏
α nα!

N!
|α1α2 . . .αN〉〈α1α2 . . .αN| = 1 (4.27)

Creation and annihilation operators

Creation and annihilation operators provide a convenient representation

of the many-particle states (and manybody operators). They generate the

entire Hilbert space by their action on a single reference state and provide

a basis of the algebra of operators of the Hilbert space. For each single

particle state |λ〉 of the single particle space H, a Boson or Fermion creation

operator a
†
λ is defined by its action on any symmetrized or antisymmetrized

state |λ1, λ2, . . . , λN} of H
(ε)
N :

a
†
λ|λ1, λ2, . . . , λN} ≡ |λλ1, λ2, . . . , λN} (4.28)

We use an orthonormal basis {|λi〉} so that a
†
λ can also be defined as

a
†
λ|λ1, λ2, . . . , λN〉 =

√
nλ + 1|λλ1, λ2, . . . , λN〉 (4.29)
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with occupation number nλ of state |λ〉 in |λ1, λ2, . . . , λN〉. a†λ adds a par-

ticle in state |λ〉 to the state on which it operates and symmetrizes or

antisymmetrizes the new state. For Fermions:

a
†
λ|λ1, λ2, . . . , λN} =

{
|λλ1, λ2, . . . , λN} if state |λ〉 not present in |λ1, λ2, . . . , λN}

0 otherwise

(4.30)

Grassmann algebra

We need anticommuting numbers for constructing coherent states for Fer-

mions which are eigenstates of annihilation operators because anticom-

mutation relations of annihilation operators ai lead to anticommutation

relations of the eigenvalues χi. Algebras of anticommuting numbers are

called Grassmann algebras. For the present purpose, it is sufficient to

consider Grassmann algebra with its definition of differentiation and in-

tegration as clever constructs that take care of the minus signs that arise

from the antisymmetry of Fermions.

An algebra is a linear space in which, besides the usual operations of addi-

tion and multiplication by numbers, a product of elements is defined with

the usual distributive law:

χ(aζ+ bξ) = aχζ+ bχξ (aζ+ bξ)χ = aζχ+ bξχ (4.31)

with numbers a, b ∈ K (here K = C) and elements of the algebra χ, ζ

and ξ. The algebra is associative if for any three elements

χ(ζξ) = (χζ)ξ (4.32)

A Grassmann algebra is defined by a set of generators {χi}, i = 1 . . .n.

These generators anticommute

χiχj + χjχi = 0 (4.33)

so that in particular (for i = j)

ξ2
i = 0 (4.34)

The basis of the Grassmann algebra is made up of all distinct products of

the generators. Thus, a number in the Grassmann algebra is a linear combi-

nation, with complex coefficients, of the numbers {1,χα1,χα1χα2, . . . ,χα1χα2·
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· · χαn} with indices αi ordered, by convention, as α1 < α2 < · · · < αn.

The dimension of the algebra with n generators is 2n since distinct basis

elements are produced by the two possibilities of including a generator 0

or 1 times for each of the n generators.

A conjugation operation can be defined in an algebra with an even number

n = 2p of generators. We select a set of p generators χi and to each we

associate a generator called χ∗i . Then the conjugation is defined by

(χi)
∗ = χ∗i (χ∗i )

∗ = χi (4.35)

Then, for complex λ

(λχi)
∗ = λ∗χ∗i (4.36)

and for products of generators

(χα1χα2 . . .χαn)
∗ = χ∗αnχ

∗
αn−1

. . .χ∗α1
(4.37)

We now consider a Grassmann algebra with two generators, χ and χ∗. The

algebra is generated by {1,χ,χ∗,χ∗χ}. Because of χ2
i = 0, any analytic

function of f defined on this algebra is a linear function:

f(χ) = f0 + f1χ (4.38)

An operator A has the form

A(χ∗,χ) = a0 + a1χ+ ā1χ
∗ + a12χ

∗χ (4.39)

Now a derivative can be defined for Grassmann variable functions; it is like

the complex derivative, but for the operator ∂
∂χ

to act on χ, χ has to be

anticommuted until it is adjacent to χ. For example:

∂

∂χ
(χ∗χ) =

∂

∂χ
(−χχ∗) = − χ∗

Then

∂

∂χ
A(χ∗,χ) = a1 − a12χ

∗ ∂

∂χ∗
A(χ∗,χ) = ā1 + a12χ

∂

∂χ∗
∂

∂χ
A(χ∗,χ) = − a12 = −

∂

∂χ

∂

∂χ∗
A(χ∗,χ) (4.40)

Thus, ∂
∂χ

and ∂
∂χ∗ anticommute.
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In defining an integral, there is no analog of the Riemann sum; rather, it

is defined as a linear mapping which has the fundamental property∫∞
−∞

df(x)

dx
= 0 in case f(x→∞) = f(x→ −∞) = 0 (4.41)

of ordinary integrals over functions vanishing at infinity that the integral

of an exact differential form is zero. This implies∫
dχ 1 = 0 (4.42)

The only nonvanishing integral is that of χ since χ is not a derivative. Thus

we define∫
dχχ = 1 (4.43)

and again in order to apply this, one has to anticommute χ to bring it

next to dχ. Grassmann integration turns out to be equivalent to Grass-

mann differentiation. As we arbitrarily defined half the generators χ∗i to

be conjugate variables but otherwise they are equivalent to χi, we define

integration for conjugate variables in the same way:∫
dχ∗ 1 = 0

∫
dχ∗ χ∗ = 1 (4.44)

Examples for integration rules are:∫
dχ f(χ) =

∫
dχ(f0 + f1χ) = f1∫

dχA(χ∗,χ) =

∫
dχ (a0 + a1χ+ ā1χ

∗ + a12χ
∗χ) = a1 − a12χ

∗∫
dχ∗A(χ∗,χ) = ā1 + a12χ∫
dχ∗
∫
dχA(χ∗,χ) = − a12 = −

∫
dχ

∫
dχ∗A(χ∗,χ) (4.45)

Coherent states

We now introduce coherent states as a basis of Fock space F; this is

an alternative to Slater determinants in analogy to position eigenstates

in quantum mechanics where |r〉 is defined as eigenstate of r̂. They are
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eigenstates of Fermionic annihilation operators (creation operators would

not work as they don’t have eigenstates)1:

ai|χ〉 = χi|χ〉 (4.46)

This leads to the definition of a generalized Fermion Fock space as now

complex as well as Grassmann coefficients are allowed for a state2. A vector

in this space can be expanded as

|ψ〉 =
∑
i

χi|φi〉 (4.47)

with χi part of the Grassmann algebra G and |φi〉 element of the Fock

space F. For calculating with expressions mixing Grassmann variables and

creation or annihilation operators, commutation rules are necessary:

[χ̃, ã]+ = 0 (4.48)

and

(χ̃ã)† = ã†χ̃∗ (4.49)

with χ̃ any Grassmann variable in {χi,χ
∗
i } and ã is any operator in {ai,a

†
i}.

A Fermi coherent state is defined as

|χ〉 = exp
{

−
∑
i

χia
†
i

}
|0〉 =

∏
i

(
1 − χia

†
i

)
|0〉 . (4.50)

Any physical Fermion state of Fock space F can be expanded in terms of

|χ〉. Noting that pairs of Grassmann variables and creation or annihilation

operators commute:

[χia
†
i ,χja

†
j ] = χia

†
iχja

†
j − χja

†
jχia

†
i = −χiχja

†
ia
†
j + χjχia

†
ja
†
i

= χjχia
†
ia
†
j − χjχia

†
ia
†
j = 0 (4.51)

we can show that the two definitions of Eq. (4.50) are really the same:

|χ〉 = exp
{

−
∑
i

χia
†
i

}
|0〉 =

∏
i

exp
{
−χia

†
i

}
|0〉 =

∏
i

(
1 − χia

†
i

)
|0〉

(4.52)

1see J. W. Negele and H. Orland, Quantum Many-Particle Systems, Perseus Publishing, Cambridge
1998, p. 20.

2see ibid., p. 29.
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We show that |χ〉 is indeed an eigenstate for ai with eigenvalue χi:

ai|χ〉 = ai
∏
j

(
1 − χja

†
j

)
|0〉

=
∏
j 6=i

(
1 − χja

†
j

)
ai
(
1 − χia

†
i

)
|0〉 =

∏
j 6=i

(
1 − χja

†
j

)
χiaia

†
i |0〉 using Eq. (4.48)

=
∏
j 6=i

(
1 − χja

†
j

)
χi|0〉 =

∏
j 6=i

(
1 − χja

†
j

)
χi(1 − χia

†
i)|0〉 because χ2

i = 0

= χi|χ〉
(4.53)

The adjoint of a coherent state is

〈χ| = 〈0| exp
{

−
∑
j

(
χja

†
j

)†}
= 〈0| exp

{∑
j

χ∗jaj
}

= 〈0|
∏
j

(
1 +χ∗jaj

)
(4.54)

This state is a left eigenfunction of a
†
i

〈χ|a†i = 〈χ|χ∗i (4.55)

The effect of a creation operator a
†
i on a state |χ〉 is

a
†
i |χ〉 = a

†
i

∏
j

(
1 − χja

†
j

)
|0〉 =

∏
j 6=i

(
1 − χja

†
j

)
a
†
i

(
1 − χia

†
i

)
|0〉

=
∏
j 6=i

(
1 − χja

†
j

)
a
†
i |0〉 because a

†
ia
†
i = 0

= −
∂

∂χi
(1 − χia

†
i

)∏
j 6=i

(
1 − χja

†
j

)
|0〉 = −

∂

∂χi
|χ〉 (4.56)

and in the same way

〈χ|ai =
∂

∂χ∗i
〈χ| (4.57)

The coherent states now form an overcomplete basis of the generalized

Fock space, and two states |χ〉 and |χ ′〉 have an overlap:

〈χ ′|χ〉 = 〈0|
∏
i

(
1 + χ∗iai

)∏
j

(
1 − χja

†
j

)
|0〉 = 〈0|

∏
i

(
1 + χ∗iai

)(
1 − χia

†
i

)
|0〉

= 〈0|
∏
i

(
1 − χ∗iaiχia

†
i

)
|0〉 =

∏
i

(
1 + χ∗iχi

)
= exp

{∑
i

χ∗iχi
}
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(4.58)

One can then prove that the unit of the physical Fermion Fock space F

can be written as3∫∏
i

dχ∗idχie
−
∑
i χ
∗
iχi |χ〉〈χ| = 1 (4.59)

The completeness relation leads to an expression for the trace of an oper-

ator. Matrix elements between |ψi〉 in Fock space and coherent states |χi〉
contain Grassmann numbers; therefore, anticommutation rules imply for

the matrix elements 〈ψi|χ〉 and 〈χ|ψi〉 that

〈ψi|χ〉〈χ|ψi〉 = 〈−χ|ψi〉〈ψi|χ〉 (4.60)

Thus, if we have a complete set of states
{
|n〉} in Fock space, the trace of

an operator becomes

TrA =
∑
n

〈n|A|n〉 =

∫∏
i

dχ∗idχie
−
∑
i χ
∗
iχi
∑
n

〈n|χ〉〈χ|A|n〉

=

∫∏
i

dχ∗idχie
−
∑
i χ
∗
iχi〈−χ|A

∑
n

|n〉〈n|χ〉

=

∫∏
i

dχ∗idχie
−
∑
i χ
∗
iχi〈−χ|A|χ〉 (4.61)

The overcompleteness of the Fermion coherent states allow for a Grassmann

coherent state representation:

|ψ〉 =

∫∏
i

dχ∗idχie
−
∑
i χ
∗
iχiψ(χ∗)|χ〉 with 〈χ|ψ〉 = ψ(χ∗) (4.62)

in analogy to position eigenstates in quantum mechanics when a state

can be written as |ψ〉 =
∫
dxψ(x)|x〉 with the coordinate representation

ψ(x) = 〈x|ψ〉 of |ψ〉. ψ(χ∗) means the wavefunction of the state |ψ〉 in

the coherent state representation, i.e. the probability amplitude for finding

the system in the coherent state |χ〉.
From Eqs. (4.55) and (4.57) we obtain

〈χ|ai|ψ〉 =
∂

∂χ∗i
ψ(χ∗)

〈χ|a†i |ψ〉 = χ∗iψ(χ∗) . (4.63)

3for the proof see ibid., p. 31.
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Thus, the annihilation and creation operators ai and a
†
i are represented

by operators
∂

∂χ∗i
and χ∗i , respectively; Fermion anticommutation relations

are represented by[
∂

∂χ∗i
,χ∗i

]
= δij (4.64)

The matrix element of a normal ordered operator A(a†i ,ai) between two

coherent states is

〈χ|A(a†i ,ai)|χ
′〉 = e

∑
i χ
∗
iχ
′
iA(χ∗i , chi

′
i) (4.65)

but the expectation value of the number operator is not a real number:

〈χ|N|χ〉〈χ|χ〉 =
∑
i

χ∗iχi (4.66)

and the average number of particles in a Fermion coherent state has no

meaning.

Gaussian integrals

In the evaluation of the path integrals appearing in the derivation of the

DMFT equations, we will have to perform integrals of exponential functions

with polynomials of complex or Grassmann variables as argument. For

quadratic forms, standard Gaussian integrals can be generalized. For real

variables, with a real symmetric positive definite matrix and summation

over repeated Latin indices we have∫
dx1dx2 . . .dxn

(2π)n/2
e−1

2xiAijxj + xiJi = (detA)−1/2e
1
2JiA

−1
ij Jj (4.67)

This can be proven by changing variables to diagonalize A and using the

Gaussian integral∫∞
−∞ dx e−ax2

=

√
π

a
(4.68)

We transform yi−A
−1
ij Jj, zk = O−1

ki yi with the orthogonal transofrmation
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O diagonalizing A:∫
dx1 . . .dxne

−1
2xiAikxk + Jkxk − 1

2JiA
−1
ik Jk

=

∫
dy1 . . .dyne

−1
2yiAikyk =

∫
dz1 . . .dzne

∑
m

1
2amz

2
m

=

n∏
m=1

√
2π

am
=

(2π)
n/2

(detA)1/2
(4.69)

For a Hermitian matrix H and pairs of complex conjugate variable xi, x
∗
i

one can prove∫ n∏
i=1

dx∗idxi
2πi

e−x
∗
iHijxj + J

∗
ixi + Jix

∗
i = (detH)−1e

J∗iH
−1
ij Jj (4.70)

in the same way. Finally, for Grassmann variable∫ n∏
i=1

dχ∗idχie
−χ∗iHijχj + ζ

∗
iχi + ζiχ

∗
i = (detH)e

ζ∗iH
−1
ij ζj (4.71)

with H Hermitian (not necessarily positive definite) and Grassmann vari-

ables {χi,χ
∗
i , ζi, ζ

∗
i }.

Functional integral representation

We jump over a number of steps explaining the functional integral formu-

lation: representing the partition function by an integral over field config-

urations as physically intuitive description of the system and as starting

point for approximations: perturbation expansions, loop expansions around

stationary solutions, stochastic approximations. Steps left out here are the

Feynman path integral in real time; path integrals automatically repre-

sent time ordered products; the analytic continuation to imaginary time to

represent partition functions.

Z = Tre−βH =

∫
dx〈x|e−βH|x〉 (4.72)

can be understood as a sum of diagonal matrix elements of the imaginary

time evolution operator

U(xfτf, xiτi) = 〈xf|e−(τf − τi)
Ĥ
 h |xi〉 for time interval τf − τi = β h
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(4.73)

The coherent state functional integral is introduced to deal with the gen-

eral many-particle Hamiltonian using the manybody evolution operator;

coherent states |χ〉 replace position and momentum eigenstates.

For the many-particle system, we now express the partition function as the

trace of the imaginary time evolution operator:

Z = Tre−β(Ĥ− µN̂) =

∫∏
i

dχ∗idχi〈ηχ|e−β(Ĥ− µN̂)|χ〉 (4.74)

where η = −1 for Fermions. Upon continuation of Eq. (4.72) to imaginary

time, the trace imposes periodic or antiperiodic boundary conditions χi,0 =
χi and χ∗i,M = ηχ∗i ; relabelling χi ≡ ηχi,M leads to

Z = lim
M→∞

∫ M∏
k=1

∏
i

1

N
dχ∗i,kdχi,ke

−S(χ∗,χ) with N =

{
2πi Bosons

0 Fermions

(4.75)

where

S(χ∗,χ) = ε

M∑
k=2

[∑
i

χ∗i,k
{χi,k − χi,k−1

ε
− µχi,k−1

}
+H(χ∗i,k,χi,k−1)

]
+ ε

[∑
i

χ∗i,1
{χi,1 − ηχi,M

ε
− µηχi,M

}
+H(χ∗i,1,ηχi,M)

]
(4.76)

In trajectory notation, this becomes

Z =

∫
χi(β)=ηχi(0)

D
(
χ∗i (τ)χi(τ)

)
e−
∫β

0 dτ
{∑

i χ
∗
i (τ)

(
∂
∂τ

− µ
)
χi(τ) +H

(
χ∗i (τ),χi(τ)

)}
(4.77)

where∫
χi(β)=ηχi(0)

D
(
χ∗i (τ)χi(τ)

)
= lim
M→∞

∫ M∏
k=1

∏
i

1

N
dχ∗i,kdχi,k (4.78)
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The imaginary time Greens functions now have a simple form in terms of

a coherent state path integral:

G(n)(i1τ1, . . . , inτn|i
′
1τ
′
1, . . . , i ′nτ

′
n)

=
〈
T
[
a

(H)
i1

(τ1), . . . ,a
(H)
in

(τn)a
(H)

i ′1
(τ ′1), . . . ,a

(H)
i ′n

(τ ′n)
]〉

=
1

Z

∫
D
(
χ∗i (τ)χi(τ)

)[
e−
∫β

0 dτ
[∑

i χ
∗
i (τ)

(
∂
∂τ

− µ
)
χi(τ) +H

(
χ∗i (τ),χi(τ)

)]
×

× χi1(τ1) . . .χin(τn)χin+1(τn+1) . . .χi2n(τ2n)

]
(4.79)

4.1 DMFT self consistency condition for the Hubbard model

We consider the Hubbard Hamiltonian

H = −
∑
ijσ

tijc
+
iσcjσ − µ

∑
iσ

c+
iσciσ +

U

2

∑
iσσ ′
σ6=σ ′

c+
iσciσc

+
iσ ′ciσ ′ (4.80)

where the spin and orbital index σ runs from 1 toN. The partition function

corresponding to this Hamiltonian is

Z =

∫∏
i

Dc̄iσDciσe
−S (4.81)

with the action

S =

∫β
0
dτ
∑
iσ

c̄iσ(τ)
∂

∂τ
ciσ(τ) +

∫β
0
dτ

[
−
∑
ijσ

tijc̄iσ(τ)cjσ(τ) − µ
∑
iσ

c̄iσ(τ)ciσ(τ)

+
U

2

∑
iσσ ′
σ6=σ ′

c̄iσ(τ)ciσ(τ)c̄iσ ′(τ)ciσ ′(τ)

]
(4.82)

where the Fermion operators c+
iσ, ciσ of the Hamiltonian have been replaced

by Grassmann variables c̄iσ(τ), ciσ(τ).

The cavity method now requires that we focus on one site i = o and

separate the Hamiltonian (4.80) into three parts, one relating to site o
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only, one connecting this site to the lattice and one for the lattice with site

o removed:

H = Ho +Hc +H(o) (4.83)

Ho = −µ
∑
σ

c+
oσcoσ +

U

2

∑
σσ ′
σ6=σ ′

c+
oσcoσc

+
oσ ′coσ ′ (4.84)

Hc = −
∑
iσ

[
tioc

+
iσcoσ + toic

+
oσciσ

]
(4.85)

H(o) = −
∑

i 6=o j 6=oσ
tijc

+
iσcjσ − µ

∑
i 6=oσ

c+
iσciσ +

U

2

∑
i 6=oσσ ′
σ6=σ ′

c+
iσciσc

+
iσ ′ciσ ′

(4.86)

The three parts of the Hamiltonian correspond to the action So of site o,

the action ∆S for the interaction between site o and the lattice, and the

action S(o) of the lattice without site o:

So =

∫β
0
dτ

[∑
σ

c̄oσ(τ)
( ∂
∂τ

− µ
)
coσ(τ) +

U

2

∑
σσ ′
σ6=σ ′

c̄oσ(τ)coσ(τ)c̄oσ ′(τ)coσ ′(τ)

]
(4.87)

∆S = −

∫β
0
dτ

[∑
iσ

tioc̄iσ(τ)coσ(τ) + toic̄oσ(τ)ciσ(τ)

]
(4.88)

S(o) =

∫β
0
dτ

[∑
i 6=oσ

c̄iσ(τ)
( ∂
∂τ

− µ
)
ciσ(τ) −

∑
i 6=o j 6=oσ

tijc̄iσ(τ)cjσ(τ)

(4.89)

+
U

2

∑
i 6=oσσ ′
σ6=σ ′

c̄iσ(τ)ciσ(τ)c̄iσ ′(τ)ciσ ′(τ)

]

The aim is now to integrate out all lattice degrees of freedom except those

of site o in order to find the effective dynamics at site o. In that process,

the action So remains unchanged, the terms of ∆S are expanded in terms of

the hopping t which becomes small with increasing dimension and averaged

with respect to the action S(o). Defining ∆S(τ) via ∆S =
∫β

0 dτ∆S(τ) the
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partition function is

Z =

∫
Dc̄oσDcoσe

−So

∫∏
i 6=o

Dc̄iσDciσe
−S(o)

e−
∫β

0 dτ∆S(τ) (4.90)

Now we can expand the last exponential function as

e−
∫β

0 dτ∆S(τ) = 1 −

∫β
0
dτ∆S(τ)+

1

2!

∫β
0
dτ1

∫β
0
dτ2∆S(τ1)∆S(τ2)− . . .

(4.91)

Taking into account that in general an operator average with respect to an

action S can be expressed as

〈A〉S =

∫∏
iDc̄αDcαe

−SA[c̄α, cα]∫∏
iDc̄αDcαe

−S
= Z−1

s

∫∏
i

Dc̄αDcαe
−SA[c̄α, cα]

(4.92)

we can consider the second functional integral in (4.90) to average the

terms of the expansion (4.91) with respect to the lattice action S(o):

Z =

∫∏
i

Dc̄oσDcoσe
−SoZS(o)

{
1 −

∫β
0
dτ 〈∆S(τ)〉S(o)

+
1

2!

∫β
0
dτ1

∫β
0
dτ2 〈∆S(τ1)∆S(τ2)〉S(o) − . . .

}
(4.93)

Here, the partition function of the lattice without site o is abbreviated as

ZS(o) =

∫∏
i

Dc̄αDcαe
−S(o)

. (4.94)

Now the terms in (4.93) with odd powers of ∆S will average to zero. For

example,

〈∆S(τ)〉S(o) =
∑
iσ

tio〈c̄iσ(τ)〉S(o)coσ(τ)+toic̄oσ(τ)〈ciσ(τ)〉S(o) = 0 , (4.95)

because the average 〈. . . 〉S(o) acts on all sites except o. The next average
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in (4.93) yields

〈∆S(τ1)∆S(τ2)〉S(o) =
〈
Tτ

[∑
iσ

tioc̄iσ(τ1)coσ(τ1) + toic̄oσ(τ1)ciσ(τ1)

]
×

×
[∑
jσ ′
tjoc̄jσ ′(τ2)coσ ′(τ2) + tojc̄oσ ′(τ2)cjσ ′(τ2)

]〉
S(o)

=
∑
ijσσ ′

tiotojcoσ(τ1)〈Tτc̄iσ(τ1)cjσ ′(τ2)〉S(o) c̄oσ ′(τ2)

+
∑
ijσσ ′

toitjoc̄oσ(τ1)〈Tτciσ(τ1)c̄jσ ′(τ2)〉S(o) coσ ′(τ2)

= 2
∑
ijσσ ′

tiotojc̄oσ(τ1)〈Tτciσ(τ1)c̄jσ ′(τ2)〉S(o) coσ ′(τ2)

= 2
∑
ijσ

tiotojc̄oσ(τ1)〈Tτciσ(τ1)c̄jσ(τ2)〉S(o) coσ(τ2)

= −2
∑
ijσ

tiotojc̄oσ(τ1)G
(o)
ij σ(τ1 − τ2)coσ(τ2)

(4.96)

The imaginary time ordering operatore Tτ enters because the path integral

leads to imaginary time ordering. Only terms with σ = σ ′ contribute as

we are considering a paramagnetic state and thus 〈Tτciσ(τ1)c̄jσ ′(τ2)〉S(o) =
δσσ ′〈Tτciσ(τ1)c̄jσ(τ2)〉S(o). We have identified the average with the cavity

Greens function G
(o)
ij σ(τ1 − τ2) = −〈Tτciσ(τ1)c

+
jσ(τ2)〉S(o), i. e. the Greens

function of the Hubbard model without the site o. Now we have for the

partition function

Z =

∫∏
σ

Dc̄oσDcoσe
−SoZS(o)×

×
{

1 −

∫β
0
dτ1

∫β
0
dτ2
∑
ijσ

tiotojc̄oσ(τ1)coσ(τ2)G
(o)
ij σ(τ1 − τ2) + . . .

}
(4.97)

We would like to write the bracket {. . . } in (4.97) again as an exponential

function in order to identify an effective action Seff:

Z =

∫∏
σ

Dc̄oσDcoσe
−Seff (4.98)
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Noting that the next term in the expansion of (4.97) would read∫β
0
dτ1

∫β
0
dτ2

∫β
0
dτ3

∫β
0
dτ4

∑
i1 i2 j1 j2 σ

c̄oσ(τ1)c̄oσ(τ3)coσ(τ2)coσ(τ4)×

× ti1 oti2 oto j1to j2G(o)
i1 i2 j1 j2 σ

(τ1 τ3, τ2 τ4) .

(4.99)

We can write for the partion function (4.97)

Z =

∫∏
σ

Dc̄oσDcoσe
−SoZS(o)×

× exp

{
−

∞∑
n=1

∑
σ

∫β
0
dτ1 . . .

∫β
0
dτ2n c̄oσ(τ1) . . . c̄oσ(τ2n−1)coσ(τ2) . . . coσ(τ2n)×

×
∑
i1,...,in
j1,...,jn

ti1 o . . . tin oto j1 . . . to jnG
(o)
i1...in j1...jn σ(τ1 . . . τ2n−1, τ2 . . . τ2n)

}
(4.100)

All terms but the first in this sum over n turn out to be at least of order

1/d so that they vanish in the limit of infinite dimension d =∞. Thus, in

this limit we find for the effective action

Seff = So +
∑
σ

∫β
0
dτ1

∫β
0
dτ2 c̄oσ(τ1)coσ(τ2)

∑
ij

tiotojG
(o)
ij σ(τ1 − τ2)

=

∫β
0
dτ

[∑
σ

c̄oσ(τ)
( ∂
∂τ

− µ
)
coσ(τ) +

U

2

∑
σσ ′
σ6=σ ′

c̄oσ(τ)coσ(τ)c̄oσ ′(τ)coσ ′(τ)

]

+
∑
σ

∫β
0
dτ1

∫β
0
dτ2 c̄oσ(τ1)coσ(τ2)

∑
ij

tiotojG
(o)
ij σ(τ1 − τ2)

(4.101)

and introducing the Weiss field

G−1
σ (τ1 − τ2) = −

( ∂
∂τ1

− µ
)
δτ1 τ2 −

∑
ij

tiotojG
(o)
ij σ(τ1 − τ2) (4.102)
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we finally get

Seff = −
∑
σ

∫β
0
dτ1

∫β
0
dτ2 c̄oσ(τ1)G

−1
σ (τ1 − τ2)coσ(τ2)

+

∫β
0
dτ
U

2

∑
σσ ′σ6=σ ′

c̄oσ(τ)coσ(τ)c̄oσ ′(τ)coσ ′(τ) (4.103)

The equation

G
(o)
ij σ = Gij σ −Gio σG

−1
ooσGoj σ (4.104)

is needed to relate the cavity Greens function to the Greens function of

the lattice Gij σ. This equation can already be found in the Appendix of J.

Hubbard, Proc. Roy. Soc. A 281, 401 (1964). It is explained in A. Georges

et al., Rev. Mod. Phys. 68, 13 (1996) by the following argument: When

the Greens function is expanded in hopping matrix elements tkl, additional

paths contributing to Gij σ but not to G
(o)
ij σ connect i to j through o. In

the d =∞ limit, only paths going once through o need to be considered,

so that these paths constitute a term proportional to Gio σGoj σ; but this

needs to be divided by Gooσ in order not to double count paths from o to

o.

Going from imaginary time to imaginary frequency and combining with

(4.104), the Weiss function (4.102) reads

G−1
σ (iωn) = iωn + µ−

∑
ij

tiotojG
(o)
ij σ(iωn)

= iωn + µ−
∑
ij

tiotoj

[
Gij σ(iωn) −Gio σ(iωn)G

−1
ooσ(iωn)Goj σ(iωn)

]
(4.105)

If we now go from real space to k space we can simplify this equation.

Introducing the Fourier transform Gkσ via

Gij σ(iωn) =
∑
k

eikRijGkσ(iωn) (4.106)

58



we find∑
i

tioGio σ(iωn) =
∑
i

tio
∑
k

eikRioGkσ(iωn) =
∑
k

εkGkσ(iωn)∑
ij

tiotojGij σ(iωn) =
∑
ij

tiotoj
∑
k

eikRijGkσ(iωn)

=
∑
k

∑
i

tioe
ikRio
∑
j

toje
ikRojGkσ(iωn) =

∑
k

ε2
kGkσ(iωn)

(4.107)

In the general form of the Greens function G−1
kσ(iωn) = iωn + µ − εk −

Σσ(iωn) we introduce the abbreviation ξ = iωn + µ − Σσ(iωn) to get

G−1
kσ(iωn) = ξ− εk and determine the sums

∑
k

εkGkσ(iωn) =
∑
k

εk

ξ− εk
=
∑
k

εk − ξ+ ξ

ξ− εk
= −1 +

∑
k

ξ

ξ− εk

= −1 + ξ
∑
k

Gkσ(iωn) = −1 + ξGooσ(iωn)

∑
k

ε2
kGkσ(iωn) =

∑
k

ε2
k

ξ− εk
=
∑
k

εk(εk − ξ) + εkξ

ξ− εk
=
∑
k

εk + ξ
∑
k

εk

ξ− εk

= ξ
(
−1 + ξGooσ(iωn)

)
= −ξ+ ξ2Gooσ(iωn)

(4.108)

With this, the Weiss function (4.105) becomes

G−1
σ (iωn) = iωn + µ−

∑
k

ε2
kGkσ(iωn) +

(∑
k

εkGkσ(iωn)
)2
G−1
ooσ(iωn)

= iωn + µ+ ξ− ξ2Gooσ(iωn)

+
(
−1 + ξGooσ(iωn)

)(
−G−1

ooσ(iωn) + ξ
)

= iωn + µ− ξ+G−1
ooσ(iωn) = Σσ(iωn) +G−1

ooσ(iωn)

(4.109)

The effective action (4.103) can now be interpreted in terms of the An-

derson impurity model, i. e. the Anderson impurity model gives rise to an

action which becomes identical to (4.103) if an additional self consistency
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condition is fulfilled. The Hamiltonian for the Anderson impurity model is

H =
∑
kσ

εkc
+
kσckσ+

∑
kσ

(
Vkc

+
kσfσ+V

∗
kf

+
σckσ

)
−
∑
σ

µf+σ fσ+
U

2

∑
σσ ′
σ6=σ ′

f+σ fσf
+
σ ′fσ ′

(4.110)

where σ runs from 1 to the degeneracy N. The action corresponding to

this Hamiltonian will consist of a purely local part So concerning only the

f electrons

So =

∫β
0
dτ

[∑
σ

f̄σ(τ)
( ∂
∂τ

−µ
)
fσ(τ)+

U

2

∑
σσ ′
σ6=σ ′

f̄σ(τ)fσ(τ)f̄σ ′(τ)fσ ′(τ)

]
(4.111)

and a part involving conduction band electrons that can be integrated out:

S = So +

∫β
0
dτ
∑
kσ

[
c̄kσ(τ)

( ∂
∂τ

+ εk

)
ckσ(τ) + Vkc̄kσ(τ)fσ(τ) + V∗k f̄σ(τ)ckσ(τ)

]
(4.112)

Now the partition function for the Hamiltonian (4.110) is

Z =

∫
Df̄σDfσ

∫∏
i

Dc̄iσDciσe
−S =

∫
Df̄σDfσ e

−So

∫∏
i

Dc̄iσDciσ×

× exp

{∫β
0
dτ
∑
kσ

[
c̄kσ(τ)

( ∂
∂τ

+ εk

)
ckσ(τ) + Vkc̄kσ(τ)fσ(τ) + V∗k f̄σ(τ)ckσ(τ)

]}
=

∫
Df̄σDfσ e

−So
∏
k

det
( ∂
∂τ

+ εk

)
×

× exp

{∑
kσ

∫β
0
dτ1

∫β
0
dτ2 f̄σ(τ1)V

∗
kVk

( ∂
∂τ1

+ εk

)−1
δτ1 τ2fσ(τ2)

}
(4.113)

In the last step, the terms involving f electrons V∗k f̄σ(τ) and Vkfσ(τ) were

taken as source terms, which makes the term in the exponent a Gaussian

integral that can be evaluated directly. The determinant constitutes a con-

stant factor in the partition function that doesn’t concern us here. We are
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left with an action for the f electrons that reads

Sf =

∫β
0
dτ1

∫β
0
dτ2
∑
σ

f̄σ(τ1)

[( ∂
∂τ1

− µ
)
δτ1 τ2 −

∑
k

|Vk|
2
( ∂
∂τ1

+ εk

)−1
δτ1 τ2

]
fσ(τ2)

+

∫β
0
dτ
U

2

∑
σσ ′
σ6=σ ′

f̄σ(τ)fσ(τ)f̄σ ′(τ)fσ ′(τ)

(4.114)

If we now compare this to the effective action of the Hubbard model (4.103),

we see that they are identical if we require that the Weiss function G(τ1 −
τ2) fulfils the condition

G−1(τ1 −τ2) = −
( ∂
∂τ1

−µ
)
δτ1 τ2 +

∑
k

|Vk|
2
( ∂
∂τ1

+εk

)−1
δτ1 τ2 (4.115)

Going from imaginary time to imaginary frequency, this equation reads

G−1(iωn) = iωn + µ−
∑
k

|Vk|
2

iωn − εk
(4.116)

Here we can identify the usual definition of the hybridization function

∆(iωn) in the Anderson impurity model

∆(iωn) =
∑
k

|Vk|
2

iωn − εk
(4.117)

If we now equate Weiss functions (4.109) and (4.116) we find the DMFT

selfconsistency condition in terms of a prescription for ∆(iωn)

∆(iωn) = iωn + µ− Σσ(iωn) −G−1
ooσ(iωn) (4.118)

On the Bethe lattice and with a half band width of 2t, we have a nonin-

teracting density of states

ρ0(ε) =
1

2πt2

√
4t2 − ε2 (4.119)

and thus we can write for the local Greens function

Gooσ(ω) =
∑
k

Gk(ω) =
∑
k

1

ζ− εk
with ζ = ω+ µ− Σσ(ω)

=

∫
dε
ρ0(ε)

ζ− ε
=

1

2πt2

∫ 2t

−2t
dε

√
4t2 − ε2

ζ− ε
=

1

2t2

(
ζ− sgn(ζ)

√
ζ2 − 4t2

)
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(4.120)

From this we gain the expression

t2Gooσ(ω) − ζ+G−1
ooσ(ω) = 0 , (4.121)

which combined with Eq. (4.118) leads to a simplified form of the selfcon-

sistency condition

∆(iωn) = t2Gooσ(iωn) . (4.122)
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