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Nonthermal graphitization of diamond induced by a femtosecond x-ray laser pulse
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Diamond irradiated with an ultrashort intense laser pulse in the regime of photon energies from soft up to hard
x rays can undergo a phase transition to graphite. This transition is induced by an excitation of electrons from the
valence band or from atomic deep shells of the material into its conduction band, which is followed by a transient
rapid change of the interatomic potential. Such a nonthermal phase transition occurs on a femtosecond time scale,
shortly after or even during the laser pulse. In this work we show that the duration of the graphitization depends
on the incoming photon energy: the higher the photon energy is, the longer the secondary electron cascading
which promotes the electrons into the conduction band will take. The transient kinetics of the electronic and
atomic processes during the graphitization is analyzed in detail. The damage threshold fluence is calculated in
the broad photon energy range and is found to be always ∼0.7 eV/atom in terms of the average dose absorbed
per atom. It is confirmed that the temporal characteristics of a femtosecond laser pulse (at a fixed pulse duration
and fluence) do not significantly influence the transient damage kinetics. Finally, the influence of an additional
surface layer of high-Z material on the damage within diamond is discussed.
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I. INTRODUCTION

The fourth-generation light sources, the free-electron lasers
(FEL), such as FLASH,1 LCLS,2 SACLA,3 and FERMI,4

stimulate rapid advances in many scientific fields, includ-
ing investigation of atoms,5,6 molecules,7,8 clusters,9,10 and
solids11–13 exposed to intense laser fields. It enables cre-
ating and probing plasmas,14,15 hot dense matter,15–17 and
warm dense matter,18,19 as well as the investigation of
the interaction of low-fluence ultrafast laser pulses with
matter, with applications to structural studies within solid-
state physics,11,20–23 nanophysics,24 molecular physics, and
biophysics.25 The presently operating free-electron lasers can
produce laser pulses with durations of a few tens down to a
few femtoseconds.1–4 Combined with recently developed and
constantly improving time-sorting pump-probe techniques,
they can probe the atomic or electronic dynamics in irradiated
materials with a femtosecond resolution.21,22,26

These outstanding experimental achievements rely on a
good performance of various devices used in FEL experiments.
Many of these devices, such as detectors, substrates, x-ray
mirrors and diffractive optics, involve carbon-based materials,
in particular diamond.27–31 Thus, good understanding and ac-
curate modeling of the damage mechanisms within irradiated
diamond are crucial for the success of further experiments and
the operation of FELs.

Semiconductors under femtosecond irradiation undergo
a sequence of processes.11,32,33 First, the photoabsorption
promotes electrons from the bound states of the valence band
or deep atomic shells (K shell for carbon) to the conduction
band. This process occurs during the action of the laser pulse.
The deep-shell holes can then decay through Auger processes,
which are the dominant relaxation channel for low-Z (light)
elements.34 The Auger decay gives rise to one more electronic
excitation from the valence band to the conduction band,
following the relaxation of the K-shell hole into the valence
band. The released photo- and Auger electrons scatter further

via inelastic channels (impact ionization of valence-band
or deep-shell electrons of the material) or elastic channels
(scattering on atoms or phonons). The impact ionization
cascading typically occurs on a femtosecond scale and finishes
when the electron energy falls below the impact ionization
threshold.35,36 In contrast, the elastic phonon scattering can
lead to significant electron energy losses only at much longer,
typically picosecond, time scales.32,37 The exchange of the
kinetic energy during interparticle collisions leads to rapid
changes of the transient state of the electronic subsystem,
which, in turn, induces a change of potential energy. To
explain, in covalently bonded materials, the interatomic bonds
are strongly dependent on the specific state of the electronic
system. Populating a sufficient number of antibonding states
in diamond leads to an ultrafast rearrangement of atoms which
attempt to minimize the potential energy and a change from
dominant sp3 to dominant sp2 bonding. This triggers the phase
transition from diamond to graphite, known as a nonthermal
phase transition.38–40 Such phase transitions can be extremely
fast, on the scale of a (few) hundred femtoseconds.38,39,41

To describe the phase transition, we apply the recently
developed hybrid model38,42 which traces nonequilibrium
kinetics of electrons under ultrashort laser irradiation and
the following rearrangement of atoms. The predictions of
this model were found to be in good agreement with the
experimental measurements of the graphitization threshold for
diamond at VUV-XUV photon energies.43 In the present work,
we extend this model to treat higher photon energies, above
the K-shell threshold. The damage threshold is calculated
in a wide range of photon energies up to tens of keV. Our
predictions, combined with those from Refs. 38 and 42, cover
the whole range of the photon energies available with the
currently operational and soon-to-be-commissioned FELs. We
also analyze the transient kinetics of electrons and dynamics
of atoms following FEL irradiation as a function of the photon
energy and of the pulse shape. In particular, the effect of the
K-shell hole excitation is studied. Additionally, we discuss
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the influence of a layer of high-Z material covering the
surface of diamond (200-nm-thick tungsten layer; Ref. 28)
on the radiation damage within diamond. We show that the
additional extensive secondary electron production within the
surface layer leads to an efficient transfer of the radiation
energy absorbed therein into the diamond and thus enhances
significantly the damage there.

II. MODEL

The hybrid model addressing the processes occurring in
a semiconductor during its irradiation with VUV rays or
x rays38,42 combines four different theoretical approaches
described below. The Monte Carlo (MC) method is used to
describe photoabsorption and Auger decays of K-shell holes,
as well as the transient nonequilibrium kinetics of high-energy
electrons and their secondary cascading.11,33,35,36,38 A tem-
perature equation is applied to describe low-energy electrons,
which reach (nearly) thermal equilibrium already during the
first few femtoseconds after the beginning of the laser pulse,
following the “bump-on-hot-tail” distribution.11,33,44–46 The
high-energy-electron and the low-energy-electron domains
are interconnected, as electrons can gain or lose energy and
go from one domain to another. This forms the source/sink
terms for the temperature equation,47,48 as the changing
number and energy of low-energy electrons directly affect their
temperature. Additionally, atomic motion and the evolution
of the electronic band structure also influence the electron
temperature.38 The atom dynamics is followed by the classical
molecular dynamics simulation method (MD).38–40 Finally,
the potential energy surface, the collective forces acting on
each atom, and the transient electronic band structure are
calculated by diagonalizing a tight-binding (TB) Hamiltonian
which evolves in time, following the evolution of the atomic
configuration. This treatment enables us to trace the modi-
fication of the atomic potential caused by the excitations of
electrons and, in turn, to address nonthermal phase transitions
with our model.

All model details can be found in Ref. 38. Here we only
briefly describe the general methodology, focusing on the
advances and improvements made upon the previous work.38

A. Monte Carlo modeling of photons, high-energy electrons,
and K -shell holes

For the modeling of the photoabsorption, the propagation of
high-energy electrons, and Auger decays of K-shell holes in ir-
radiated diamond, we apply an event-by-event MC scheme that
follows trajectories of individual particles.11,33,49–51 Incoming
photons are absorbed within the simulation box, following
the Lambert-Beer law,52 with the mean attenuation length
taken from Refs. 53–55. The atomic shell which absorbs a
photon (valence band or K shell) is chosen randomly among
all shells, using their relative photoabsorption cross sections.
For the photon energies above the K edge of carbon, the
photoabsorption predominantly proceeds through the K-shell
ionization (∼97%), while the valence-band ionization is much
less probable (∼3%).54

The photoelectron energy is determined by the difference
between the binding energy of the electron Ip and the incoming

photon energy �ω. The binding energy of the electron is
defined either by the K-shell ionization potential (Ip =
284 eV56) or by the valence-band level Ei from which
this electron is being excited. The valence level is chosen
randomly among all the valence levels, which are obtained
by the diagonalization of the tight-binding Hamiltonian, Ei =
〈i|H ({Rat(t)})|i〉 (see Sec. II C).

Electrons, populating states at energies above ECB + Ecut,
where ECB represents the conduction-band minimum and the
cutoff energy is Ecut ≈ 10 eV, are then treated as individual
particles within the MC routine (Egap ≈ 5 eV for diamond).
From now on we will refer to them as “high-energy electrons.”
Electrons with lower energies are attributed to the “tempera-
ture” domain (see Sec. II B).

This specific value of the cutoff energy has been chosen
to include the exponential tail of the low-energy Fermi
distribution11,33,44–46 in the “temperature” domain. In order
to prove that our results are independent of a particular choice
of Ecut, we performed test calculations varying the value of
Ecut by a few eV around the cutoff value of 10 eV. This
variation did not affect the calculation results. This value also
corresponds to the top of the conduction-band states described
by the tight-binding method (Sec. II C) in our model.

Each high-energy electron can further scatter on the K-
shell electrons if its energy is higher than the binding energy
of the K shell, Ee > Ip; otherwise, only the scattering on
the valence-band electrons is possible. We neglect the elastic
scattering of electrons on phonons since, as discussed above,
this interaction contributes only on much longer time scales
than those considered here.

Scattering of a high-energy electron is treated with the
complex dielectric function (CDF) formalism38,51,57,58: the
cross sections σi(Ee) for electron scattering within solid
diamond are obtained from optical data,53,54 extended for the
case of finite momentum transfer �q. The cross section is then
calculated from the complex dielectric function ε(ωe,q) as

dσi(Ee,�ωe)

d�ωe

= 2e2ne

π�2v2

∫ q+

q−

dq

q
Im

( −1

ε(ωe,q)

)
, (1)

with q± =
√

2me/�2(
√

Ee ± √
Ee − �ωe). Here the cross

section also depends on the energy �ωe gained by an electron
in a collision and is integrated over the transferred momentum
q, e denotes the electron charge, ne is the transient electron
density of the low-energy domain, � is the Planck constant,
and v is the incident electron velocity corresponding to the
energy Ee.

The coefficients for the parametrization of ε(ωe,q), written
as a set of Drude-like functions,51,57 are shown in Refs. 38
and 42. As the band structure of the material is changing during
the irradiation, one can expect that the CDF and thus the cross
section for electron scattering will also evolve in time. This
effect might be significant at high-fluence irradiation, leading,
e.g., to plasma creation.44,59 However, as we have recently
demonstrated in Ref. 42, the effect is small for the low-
fluence case leading to the structural transition of diamond,
as considered here. Moreover, as will be shown in Sec. III,
the electron cascading finishes before the phase transition
to graphite occurs, and thus, the electrons are interacting
with almost undisturbed diamond. Therefore, we neglect the

224304-2



NONTHERMAL GRAPHITIZATION OF DIAMOND INDUCED . . . PHYSICAL REVIEW B 88, 224304 (2013)

corresponding minor changes in the electron-scattering cross
sections.

With our model we trace only the energy dependence of
electrons, applying periodic boundary conditions in real space.
The spatial propagation is disregarded. This approximation is
valid as long as the electron diffusion and heat diffusion do
not contribute significantly to the overall electron kinetics.
This is the case considered here: on subpicosecond time scales
following an x-ray irradiation, which homogeneously heats
up the sample down to a few micrometers depth within the
laser spot of a few microns in size. We also exclude from
our considerations the thin near-surface layer, from which the
high-energy electrons could escape outside of the material,
as discussed in Ref. 38. As the electron mean free path is
significantly shorter than the photon attenuation length, it
justifies the application of periodic boundaries in the bulk.

When a high-energy electron collides with the valence-band
or deep-shell electrons, the probabilities for these collisions
are estimated with the appropriate scattering cross sections.
Electron energy loss in a collision is calculated with the
differential cross section.38,49 The electron energy is then
reduced by the energy �E, transferred in the collision to
a secondary electron. The initial energy of the secondary
electron is equal to the difference between the transferred
energy and the binding energy of the level, from which this
electron has been ionized.

If the final energy of the incident electron falls below Ecut,
this electron is removed from the MC domain and added to the
temperature domain. The same energy check is performed for
the secondary electron.

After photoionization or impact ionization of the K shell,
a hole is left behind. This hole will decay via Auger processes
which are predominant for carbon.34 We use the Poissonian
distribution to model the Auger decay with an average decay
time of 8 fs.34 When the K-shell hole relaxes during an
Auger process, one electron is additionally promoted from
the valence band into high-energy states of the conduction
band, leaving another hole in the valence band. The energy
level of the valence band, from which the Auger electron was
taken, is chosen randomly. The Auger electron receives the
excess energy and is then treated exactly as other secondary
electrons. The holes in the valence band and their energies
contribute to the source term of the temperature equation.

The MC tracing of photons, electrons, and K-shell holes is
split into time steps, which are merged with the temperature
equation and molecular dynamics time steps. Each time step
of MC is iterated more than 104 times. The calculated electron
distributions are ultimately statistically averaged.

B. Temperature equation for low-energy electrons

Low-energy electrons and their energy, resulting from MC
calculations, are added to the total number of electrons in
the valence band and in the low-energy part of the conduction
band.38,47,48 Assuming a Fermi distribution for these electrons,
one can determine their corresponding chemical potential
and temperature.38 The evolution of these two quantities
determines the evolution of the electron distribution and
contributes to the potential energy surface (see Sec. II C).

In addition to the energy exchange between high- and
low-energy electron domains through scattering processes, the
atomic motion also affects the electron distribution. These
additional contributions to the electron distribution originate
from the evolving electronic band structure and the energy
conservation imposed upon the particles within the simulation
box. The latter condition implies that the energy lost or
gained by the atoms during their motion is transferred to the
low-energy electrons, i.e., added to the source term of the
temperature equation.

As will be shown in Sec. III, the density of the excited
electrons reached after FEL irradiation with fluences consid-
ered here is of the order of 1021 cm−3. This is a very high
density for an electron plasma. Its (partial) thermalization is
then known to be very rapid.11,33,44–46 However, this electron
density is only a fraction of a percent of the solid density. It then
does not invalidate the applicability of the ground-state-based
approach to the band structure of the solid which is presented
in the next section.

C. Tight-binding molecular dynamics to follow atomic system

Atomic dynamics is followed by the MD technique.38–40

We apply the Parrinello-Rahman method, which allows
the simulation box to change its size and shape in time while
keeping the pressure or the volume constant.60 As we have
shown recently, the constant pressure vs constant volume
simulations yield very similar results for the femtosecond-long
irradiation of diamond.42 The Parrinello-Rahman method
introduces additional equations of motion for the vectors
spanning the simulation box, which depend on the ambient
pressure. Enabling the simulation box to change its volume
implies changing the density of the material, which, after the
phase transition, can then adjust to a new equilibrium value.

In the MD simulations we use the velocity Verlet
algorithm38,39 with a time step of 0.1 fs. Our simulation box
contains 216 atoms with periodic boundary conditions. The
atomic system relaxes from an initial configuration for a few
hundred time steps prior to the start of the laser exposure.

The potential energy surface is calculated as in Refs. 39
and 40:

�({rij (t)},t) =
∑

i

fe(Ei,t)Ei + Erep({rij }) . (2)

The transient electron distribution function fe(Ei,t), which is
the Fermi function obtained with the temperature equation, as
described in Sec. II B, enters Eq. (2). Thus, the time-dependent
electronic distribution affects the atomic motion. A possible
slight deviation of the exact distribution function from the
equilibrium Fermi shape affects only negligibly the atomic
motion and the graphitization process.61 Additionally, the
transient energy levels Ei and the core-core repulsion terms
Erep({rij }), depending on the distance between each pair of
atoms i and j , enter Eq. (2). The details of these terms can
be found in Ref. 38. The forces acting between atoms are
calculated with help of the Hellman-Feynman theorem using
Eq. (2).39,40

The Hamiltonian H ({Rat(t)}), applied to calculate elec-
tronic energy levels, is written in terms of the transferable
tight-binding method, depending on the transient positions
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Rat(t) of all the atoms in the simulation box.38,39,62 The
tight-binding coefficients were adjusted in Ref. 62 to reproduce
many different atomic configurations of carbon, such as
diamond, graphite, a cubic lattice, and a linear chain of carbon
atoms, up to a carbon dimer. Thus, this method is fully capable
of tracing phase transitions induced in diamond.

We assumed, however, that an excitation of a high-energy
electron, as well as a creation of a K-shell hole, does not
change the tight-binding coefficients. This assumption is
justified for low photon fluences when the total number of
created K-shell holes and of high-energy electrons released
is small when compared to the total number of electrons
within the valence band. This assumption holds here since
we simulate the low-fluence irradiation of diamond around
its graphitization threshold. This graphitization threshold
corresponds to the excitation of only a small fraction of
electrons and holes, as will be shown in the next section.

III. RESULTS

A. Damage threshold in diamond

We calculated the damage threshold of diamond after its
irradiation with pulses of different photon energies up to a few
tens of keV. The damage threshold fluence, corresponding
to the fluence above which diamond turns into graphite,
was estimated in a series of simulations with different
pulse fluences at a fixed photon energy. For all simulations
performed, a Gaussian laser pulse with a FWHM of 10 fs was
used.

The calculations were performed at various incoming
photon energies. The VUV-XUV range was studied in our
previous work.43 It was found that in this regime the critical
fluence for the material damage was Eth = 0.7 eV/atom in
terms of the absorbed dose, in good agreement with the
experimental findings.43 For photon energies above the K

edge, our simulations indicate that, although the transient
kinetics is different as it includes K-shell hole creation and
relaxation (for details see Secs. III B and III C), the damage
threshold fluence remains the same. The value of the threshold
fluence for the graphitization of diamond then seems to be
universal and largely independent of the photon wavelength.
Recently available experimental results for amorphous carbon,
recorded for 7- and 12-keV photon energies,27 indirectly
support this conclusion.

After translating the dose units into the units of the
incoming fluence (using the photon attenuation length for
this conversion53,54), we obtain Fig. 1, which shows the
dependence of the damage threshold fluence on the photon
energy. Figure 1 can be used to evaluate the radiation tolerance
of optical elements of FELs and thus to estimate the pulse
parameters for future experiments with free-electron lasers in
a wide range of photon energies.

However, at this point we should recall that we applied
periodic boundary conditions in our model neglecting the
heat transport from the simulation box. This approximation
is justified for the case when the heat diffusion plays a minor
role, i.e., when it acts on time scales much longer than the
phase transition (>100 fs). It is indeed the case for most of
the considered photon energies, apart from the region where

FIG. 1. (Color online) Estimated damage threshold fluence for
the graphitization of diamond as a function of photon energy.

the photon attenuation length follows the plasmon minimum,
reflected in the minimum of the damage threshold (region
of ∼15–60 eV). At these photon energies, large gradients of
temperature might occur due to the small skin depth, i.e.,
photon attenuation length. They can trigger strong diffusion
effects on time scales comparable with the phase transition
time scale, which would increase the damage threshold.

B. K -shell excitation

To analyze the effect of the K-shell excitation on the
electron and atom dynamics, we performed calculations for
the photon energies around the K edge at 280 and 300 eV. The
first considered energy is slightly below the K edge, while the
second one lies above it. In both cases we used the absorbed
dose of 0.85 eV/atom, adjusting the incoming fluence. This
dose was chosen to be slightly above the damage threshold in
order to enable a fast phase transition but not too high to ensure
that no further damage to the material (no ablation or plasma
formation) could occur. In what follows we will differentiate
between the energy of electrons, the energy of K-shell holes,
and the energy of atoms. The latter excludes the energy of
K-shell holes.

After irradiation with a laser pulse of 300-eV photon energy,
part of the pulse energy is transiently stored in the K-shell
holes, while for the case below the K edge (photon energy
of 280 eV), the total energy is distributed only among the
electrons and atoms (see Fig. 2). Since K-shell holes are absent
in the 280-eV irradiation case, the energy of the atoms and
electrons then coincides with the total energy plotted in the
top panel of Fig. 2.

In the case of the photon energy above the K edge, the
K-shell holes quickly release their energy back to the electron
subsystem via Auger decays. Afterwards, the electronic and
atomic dynamics proceed in the same way for the cases below
and above the K edge. The strong decrease of the potential
energy of atoms corresponds to the increase of their kinetic
energy. It occurs during the nonthermal phase transition, as
was described in Ref. 38. Thus, one can conclude that the
phase transition occurs on similar time scales for the cases
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FIG. 2. (Color online) Redistribution of energy among atoms,
electrons, and K-shell holes after a 10-fs FWHM laser pulse,
providing the average absorbed dose of 0.85 eV per atom. (top) The
280-eV photon energy, below the K edge; (bottom) 300-eV photon
energy, above the K edge. The black dashed curve is the total energy
of the system, the red dotted line is the sum of the energies of the
atoms and electrons (the total energy excluding the energy of K-shell
holes), the green dash-dotted line is the energy of the atoms, and the
blue solid line is the potential energy of the atoms.

below and above the K edge, with almost no delay caused by
the K-shell excitation and Auger decays. The negligible delay
of the electron kinetics and of the energy restoration does not
affect the damage threshold in terms of the absorbed dose.
However, due to the discontinuity of the photon attenuation
length at the K edge, one can observe a drop in the damage
threshold fluence, as shown in Fig. 1. The delay in the energy
release and thus in the kinetics of the phase transition might not
be observable in experiments; however, the difference in the
photon attenuation lengths affects the depth of the damaged
region in the sample. This should be experimentally resolvable.

Within our model, the excitation of the K shell leads only
to a transient storage of the energy in a K-shell hole, which
is then released via an Auger decay. Our treatment neglects a
possible perturbation of the local band structure by the hole
or recoil effects by the hole relaxation. Such effects can lead
to the formation of point defects in diamond.63 However, in
the low-fluence regime, as used in our simulations, we can
neglect these effects since they would appear for no more
than 0.05% of atoms (and at high photon energies even more

FIG. 3. (Color online) (top) Fraction of high-energy electrons
(with energy above Ecut, belonging to the MC domain) generated
at different photon energies. (bottom) Fraction of K-shell holes
generated at different photon energies (note the logarithmic scale).
Both are normalized to the initial number of valence-band electrons.
The laser-pulse profile is schematically shown as a dashed violet line.

rarely; see Fig. 3). The effect of such rare events could become
visible only after accumulation of defects,64 e.g., in multishot
experiments.

C. Effect of incoming photon energy on transient kinetics

The higher the incoming photon energy is, the more
energy the primarily ionized electrons receive. These electrons
perform secondary ionizations, losing part of their energies
in collisions.33 Therefore, the higher the initial energy of
the photoelectron is, the more collisions the photoelectron
performs until it loses its energy below Ecut.65 Figure 3 shows
the fraction of high-energy electrons (top panel) and of K-shell
holes (bottom panel) as functions of time for different photon
energies. For all cases the same laser-pulse shape was used:
a Gaussian temporal envelope with 10-fs FWHM, delivering
the absorbed dose of 0.85 eV per atom.

The secondary electron cascading predominantly proceeds
with valence-band ionizations; however, with a probability of
<1.5% it can also involve K-shell impact ionizations. The
K-shell holes can be produced in the secondary process if
the photon energies lie above 2Ip, as only in this case do
photoelectrons gain sufficient energy to perform secondary K-
shell ionizations. If the photon energy allows photoelectrons
to perform secondary impact ionizations in the K shell, the
K-shell holes are produced during and also after the laser
pulse (see Fig. 3). Since we fixed the value of the absorbed
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FIG. 4. (Color online) (top) Fraction of conduction-band elec-
trons normalized to the initial number of valence-band electrons
for different photon energies. (bottom) Band gap of the irradiated
diamond. The laser-pulse shape is schematically shown as a dashed
violet line.

dose Dph for all photon energies, the number of absorbed
photons Nph decreases with the increase of the photon energy:
Dph = Nph�ω = const. Such very low densities of K-shell
holes and high-energy electrons confirm our assumption about
their negligible influence on the overall kinetics within the
irradiated diamond.

High-energy electrons primarily perform secondary impact
ionizations of the valence-band electrons, promoting them
into the conduction band. After losing the energy below Ecut,
high-energy electrons eventually fall into the Fermi sea of
the valence- and conduction-band electrons. This increases the
total energy and temperature of low-energy electrons and the
number of conduction-band electrons (Fig. 4). The top panel
of Fig. 4 shows the increase in the number of conduction-band
electrons observed at the same laser-pulse parameters as in
Fig. 3. The evolution of the free-electron density proceeds
in two steps:43 first, the fraction of free electrons increases
up to ∼1.6% of the initial number of valence electrons
due to photoionization and impact ionization processes. The
plots show clearly that the higher the photon energy is, the
longer the secondary cascading takes. For the case of 10-keV
photons, the cascading lasts up to 100 fs longer than the
cascading in the case of 92-eV photon energy. At the end of
the cascading, the same conduction electron density is reached
in both cases.

The second stage starts a few tens of femtoseconds later. It
further increases the fraction of free electrons up to ∼3.5%.

This increase is due to the collapse of the band gap, which
promotes more electrons from the valence to the conduction
band (see the bottom panel of Fig. 4). As already shown in
Ref. 43, the band gap starts to collapse when the fraction of
the conduction-band electrons reaches a value of ∼1.5% of
the initial number of valence electrons, which corresponds
to an absorbed dose of ∼0.7 eV/atom. The induced collapse
of the band gap and the increase of the free-electron density
trigger a fast relocation of atoms to their new equilibrium
positions in the graphite state.43 In all calculations, only the
graphite with AB-layer stacking was observed, not AA or
ABC stacking.66,67

At the end of the nonthermal phase transition, the material
appears to be “swollen.” It tries to reach the normal graphite
density on longer time scales. Such density relaxation has been
observed in the simulations. As under the experimental con-
ditions the laser spot is partly constrained by the unirradiated
surrounding lattice, the finally formed graphite was found in
experiments to be overdense.43

The delay in the electron density increase, caused by the
long-lasting cascading for high photon energies, delays the
nonthermal graphitization up to a hundred femtoseconds.
This can be seen in Fig. 5. The delay is indicated by
the sharp decrease of the potential energy of the atoms,
which shifts from ∼140 fs for 92-eV photon energy up
to more than 240 fs for 10-keV photon irradiation. Such
time scales can be resolved in experiment with modern
pump-probe techniques.21,22 Both x-ray-pump–x-ray-probe
schemes,23 measuring the atomic positions directly, and x-ray-
pump–visible-light-probe schemes,21,22 accessing the data on
the electronic structure and the density of the conduction-band
electrons, could be employed for this purpose. Time-resolved
measurements of the graphitization process for different
photon energies could confirm our model results and would be
an opportunity to learn more about the nature of the nonthermal
phase transition.

One can also observe that the contribution of K-shell holes
to the overall sample kinetics decreases with the increase of
the photon energy: the atomic plus electronic energy almost
coincides with the total energy of the system for photon
energies of 5 keV and higher. That is because the ratio of
the energy stored in K-shell holes (sum of their ionization
potentials) to the energy of emitted electrons decreases with
the increase of the photon energy. Less and less energy
is then stored in holes compared to the energy of emitted
photoelectrons.

D. Pulse shape

All simulations performed up to now in this paper assumed
a Gaussian temporal profile of the laser pulse. It is, however,
known that the modern FELs are operating in the self-amplified
stimulated emission (SASE) mode,68,69 which provides a
temporally incoherent, spiky structure of the laser-pulse
envelope. The question might arise as to how much the specific
temporal profile of the laser pulse affects the results. In the
linear optics regime70 which is considered here, this effect
should be small.45 To confirm this, we performed a series of
simulations for three different laser-pulse profiles: Gaussian,
flat top, and a spiky pulse attempting to mimic a typical SASE
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FIG. 5. (Color online) Redistribution of energy between atoms, electrons, and holes during and after the 10-fs FWHM (delivering an
average absorbed dose of 0.85 eV per atom) at different photon energies: 2, 5, 8.2, and 10 keV. In all panels the black dash-dotted curve is the
total energy of the system, the red dotted line is the sum of the energies of atoms and electrons (excluding the energy of K-shell holes), the
green dashed line is the energy of the atoms, and the blue solid line is the potential energy of the atoms.

profile while keeping the duration and the fluence of all pulses
fixed.

The results confirm that the pulse shape has no influence
on the damage threshold because for femtosecond pulses
the threshold depends only on the total deposited dose. The
transient kinetics is also almost independent of the temporal
laser-pulse shape. Figure 6 shows a comparison of the three
pulses, each of which had a photon energy of 300 eV, a duration
of 10 fs, and an absorbed dose of 0.85 eV/atom. Only during
the laser pulse did the slopes of the increase of the total energy
in the system under irradiation slightly differ, reflecting the
specific temporal structure of the pulse. These differences are
minor and are totally smoothed out already by the end of
the pulse. Other time-dependent observables, such as electron
density, K-shell density, and band gap, are affected even less.
After the end of the pulse, the relaxation kinetics proceeds
similarly in all three cases. Thus, we can conclude that during
a femtosecond laser irradiation, the specific pulse envelope is
of minor importance, and the material excitation and relaxation
are defined by the total deposited dose, the pulse duration, and
the incoming photon energy.

IV. DISCUSSION

We have estimated the damage threshold of diamond for
a wide range of photon energies. It turns out to be equal
to ∼0.7 eV/atom in terms of the absorbed dose and is
almost independent of the photon wavelength. In terms of
the incoming fluence, the threshold translates to the threshold
fluence shown in Fig. 1.

In a recent experimental work Uhlén et al.28 measured the
damage threshold of diamond covered with a 200-nm-thick
layer of tungsten. This multilayer sample was irradiated

with an 8.2-keV photon laser pulse. The measured damage
threshold of this structure appeared to lie between 59 and
99 J/cm2, which in terms of the absorbed dose would yield
0.027–0.046 eV per atom. The authors suggest that the initial
tungsten layer may have had an effect on the damage in
diamond. However, it was not clear how strong this effect could
be, particularly considering that tungsten evaporates very fast
under those irradiation conditions.28

The comparison of these results with our calculated damage
threshold suggests that the effect is large. The damage
threshold is reduced from 0.7 down to 0.027 eV/atom by
the presence of the tungsten layer. This can be understood as
follows. For 8.2-keV photon energy, the photoabsorption in
tungsten is over 200 times more efficient than in diamond.54

Photons of 8.2 keV are predominantly absorbed by the 3s

state of tungsten, which has a binding energy of 2820 eV.56

The next state, 2s, is too tightly bound to contribute to
the photoabsorption [Ip(W,2s) = 10 207 eV].56 Thus, the
photoabsorption in tungsten produces electrons with an energy
of Ee = �ω−Ip = 5380 eV. Also, Auger electrons are released
with energies of �2800 eV (2800,2300,1000 eV, . . .; see
Fig. 7).

The attenuation length of the 8.2-keV photon in tungsten is
4.09 μm, and thus, within the 200-nm layer the photoelectrons
are produced homogeneously. For a simple estimation, let us
assume that one sixth of them is traveling in the direction of
the diamond substrate. Flying through the media, electrons
will lose their energy according to their energy loss function
(see Fig. 8). The electron inelastic mean free path and the
corresponding energy loss function are calculated with help of
the CDF formalism, Eq. (1), where the necessary coefficients
were taken from optical data,53,54 following the procedure
described in Refs. 51,57, and 58.
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FIG. 6. (Color online) Energy of atoms and electrons in diamond
as a function of time, recorded during and after three laser pulses
with different pulse envelopes: (top) Gaussian, (middle) flat top, and
(bottom) SASE.

Electrons, homogeneously produced in the tungsten layer
via photoabsorption, on average have an energy of 2100 eV
when reaching diamond. Secondary impact-ionized or Auger
electrons with energies below ∼3000 eV cannot reach the
substrate and deposit all their energy within the tungsten.

FIG. 7. (Color online) Schematic picture of the multilayer
tungsten-diamond structure, irradiated with a laser pulse. The violet
lines represent photons (hv), the red arrows stand for photoelectrons
and secondary electrons (marked with e−), and the blue arrows
represent Auger electrons.

FIG. 8. (Color online) Electron inelastic mean free path and the
corresponding energy loss function in tungsten.

Inside the diamond, the electrons from tungsten will further
lose their energy into the material on a length scale of
∼100 nm.

Table I sums up the energy that electrons from tungsten
bring to diamond, giving the values of the total deposited
dose for different fluences of the laser pulse presented in
Ref. 28. Table I shows that the presence of the 200-nm-thick
layer of tungsten induces the shift of the damage threshold.
The damage now occurs at a fluence between 59 and 99
J/cm2, the same as observed in the experiment:28 for the
higher fluence the damage was reported, while for the lower
fluence no damage was observed. The electrons from tungsten
dramatically increase the total deposited dose in diamond,
overcoming the damage threshold value of the deposited dose
per atom, 0.7 eV/atom. This confirms the earlier finding that
the presence of a heavier element covering a low-Z material
can enhance the damage in the low-Z material.71

Despite the fact that part of the energy deposited by
radiation in tungsten is transferred by electrons to diamond, the
radiation dose remaining in tungsten is still sufficiently high to
evaporate the tungsten layer (these doses were estimated to be
2.4, 3.0, and 7.2 eV/atom for the three considered fluences),
in agreement with the experimental observation.

The energy brought to the substrate from the top layer de-
pends on the material properties, its thickness, and the photon
energy. Thus, a dedicated analysis of the damage threshold is
necessary for any specific multilayer composition.71

TABLE I. Comparison of photoabsorption in diamond with the
energy deposition made by electrons from the 200-nm tungsten layer
put on top of diamond. F denotes the fluence of the incoming laser
pulse, Dph(C) is the photoabsorbed dose in diamond, and De(C) is
the dose deposited in diamond by the electrons from tungsten. For
comparison, the last column shows the calculated damage threshold
in diamond.

De(C) Damage threshold
F (J/cm2) Dph(C) (eV/atom) (eV/atom) (eV/atom)

59 0.027 0.66
99 0.046 1.19 0.7
220 0.10 2.65
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V. CONCLUSION

In the present work, we have extended the recently
developed hybrid model for the nonthermal phase transition
in diamond38 to the hard x-ray regime. The combination of
different numerical approaches within one model enables us
to address in a computationally efficient way the nonequi-
librium electron kinetics, secondary cascading due to impact
ionizations, Auger decays of K-shell holes, atomic dynamics
on the evolving many-body potential energy surface, and the
modification of the electronic band structure.

Our model was employed to study the graphitization
of diamond under femtosecond laser-pulse irradiation. The
diamond damage threshold was calculated for a wide range of
photon energies from soft to hard x rays. Together with the
predictions for the VUV energy regime obtained in Ref. 43,
the damage threshold was found to keep a constant value of
∼0.7 eV/atom in terms of the absorbed dose over the entire
range of photon energies.

The transient kinetics of electrons and atoms under the
irradiation was analyzed. It was shown that for hard x-ray
photon energies, the secondary electron cascading and the
corresponding transfer of electrons to the conduction band
take up to a hundred femtoseconds longer than in the case
of the VUV-XUV irradiation. They also affect the atomic
dynamics, delaying the phase transition from diamond to
graphite. Both effects, the electronic one and the atomic one,
could be resolved experimentally.

The analysis of the temporal shape of the laser pulse
confirmed that for the femtosecond pulses in the linear optics
regime the damage threshold was not affected by the specific
shape of the laser pulse (at the fixed pulse duration and
fluence). Various temporal shapes of the analyzed pulses, the
Gaussian profile, the flat-top profile, and the SASE pulse,
resulted in only minor changes in the transient electron kinetics
during the pulse.

In the context of the recent work of Ref. 28, we also
showed that a layer of high-Z material (tungsten) put on top
of diamond can significantly enhance the radiation damage
within diamond due to ionizations caused by additional
secondary electrons coming from the surface layer. These
high-energy electrons, produced by the x-ray pulse within
the surface layer, can transfer large amounts of energy into the
interior of the sample. The cumulative damage, combining the
primary damage in diamond and the damage by photoelectrons
from the high-Z surface layer, can then be observed by the
significant lowering of the damage threshold fluence below
the pure-diamond value.
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C. Bostedt, and T. Möller, Phys. Rev. A 84, 033201 (2011).

224304-10

http://dx.doi.org/10.1038/ncomms2754
http://dx.doi.org/10.1038/ncomms2754
http://dx.doi.org/10.1038/ncomms2754
http://dx.doi.org/10.1038/ncomms2754
http://dx.doi.org/10.1063/1.4765719
http://dx.doi.org/10.1063/1.4765719
http://dx.doi.org/10.1063/1.4765719
http://dx.doi.org/10.1063/1.4765719
http://dx.doi.org/10.1038/nphoton.2008.128
http://dx.doi.org/10.1038/nphoton.2008.128
http://dx.doi.org/10.1038/nphoton.2008.128
http://dx.doi.org/10.1038/nphoton.2008.128
http://dx.doi.org/10.1103/PhysRevE.83.031907
http://dx.doi.org/10.1103/PhysRevE.83.031907
http://dx.doi.org/10.1103/PhysRevE.83.031907
http://dx.doi.org/10.1103/PhysRevE.83.031907
http://dx.doi.org/10.1038/nphoton.2012.276
http://dx.doi.org/10.1038/nphoton.2012.276
http://dx.doi.org/10.1038/nphoton.2012.276
http://dx.doi.org/10.1038/nphoton.2012.276
http://dx.doi.org/10.1364/OE.21.008051
http://dx.doi.org/10.1364/OE.21.008051
http://dx.doi.org/10.1364/OE.21.008051
http://dx.doi.org/10.1364/OE.21.008051
http://dx.doi.org/10.1016/j.nima.2013.03.047
http://dx.doi.org/10.1016/j.nima.2013.03.047
http://dx.doi.org/10.1016/j.nima.2013.03.047
http://dx.doi.org/10.1016/j.nima.2013.03.047
http://dx.doi.org/10.1038/srep00057
http://dx.doi.org/10.1038/srep00057
http://dx.doi.org/10.1038/srep00057
http://dx.doi.org/10.1038/srep00057
http://dx.doi.org/10.1103/PhysRevB.73.134108
http://dx.doi.org/10.1103/PhysRevB.73.134108
http://dx.doi.org/10.1103/PhysRevB.73.134108
http://dx.doi.org/10.1103/PhysRevB.73.134108
http://dx.doi.org/10.1016/j.hedp.2011.11.004
http://dx.doi.org/10.1016/j.hedp.2011.11.004
http://dx.doi.org/10.1016/j.hedp.2011.11.004
http://dx.doi.org/10.1016/j.hedp.2011.11.004
http://dx.doi.org/10.1016/S0092-640X(74)80020-3
http://dx.doi.org/10.1016/S0092-640X(74)80020-3
http://dx.doi.org/10.1016/S0092-640X(74)80020-3
http://dx.doi.org/10.1016/S0092-640X(74)80020-3
http://dx.doi.org/10.1209/0295-5075/88/55001
http://dx.doi.org/10.1209/0295-5075/88/55001
http://dx.doi.org/10.1209/0295-5075/88/55001
http://dx.doi.org/10.1209/0295-5075/88/55001
http://dx.doi.org/10.1063/1.1853494
http://dx.doi.org/10.1063/1.1853494
http://dx.doi.org/10.1063/1.1853494
http://dx.doi.org/10.1063/1.1853494
http://dx.doi.org/10.1103/PhysRevB.65.214303
http://dx.doi.org/10.1103/PhysRevB.65.214303
http://dx.doi.org/10.1103/PhysRevB.65.214303
http://dx.doi.org/10.1103/PhysRevB.65.214303
http://dx.doi.org/10.1088/1367-2630/15/1/015016
http://dx.doi.org/10.1088/1367-2630/15/1/015016
http://dx.doi.org/10.1088/1367-2630/15/1/015016
http://dx.doi.org/10.1088/1367-2630/15/1/015016
http://dx.doi.org/10.1103/PhysRevB.60.R3701
http://dx.doi.org/10.1103/PhysRevB.60.R3701
http://dx.doi.org/10.1103/PhysRevB.60.R3701
http://dx.doi.org/10.1103/PhysRevB.60.R3701
http://dx.doi.org/10.1103/PhysRevLett.87.015003
http://dx.doi.org/10.1103/PhysRevLett.87.015003
http://dx.doi.org/10.1103/PhysRevLett.87.015003
http://dx.doi.org/10.1103/PhysRevLett.87.015003
http://dx.doi.org/10.1038/nmat767
http://dx.doi.org/10.1038/nmat767
http://dx.doi.org/10.1038/nmat767
http://dx.doi.org/10.1038/nmat767
http://dx.doi.org/10.1117/12.2019123
http://dx.doi.org/10.1117/12.2019123
http://dx.doi.org/10.1117/12.2019123
http://dx.doi.org/10.1117/12.2019123
http://dx.doi.org/10.1103/PhysRevB.88.060101
http://dx.doi.org/10.1103/PhysRevB.88.060101
http://dx.doi.org/10.1103/PhysRevB.88.060101
http://dx.doi.org/10.1103/PhysRevB.88.060101
http://dx.doi.org/10.1103/PhysRevLett.107.165004
http://dx.doi.org/10.1103/PhysRevLett.107.165004
http://dx.doi.org/10.1103/PhysRevLett.107.165004
http://dx.doi.org/10.1103/PhysRevLett.107.165004
http://dx.doi.org/10.1103/PhysRevLett.104.125002
http://dx.doi.org/10.1103/PhysRevLett.104.125002
http://dx.doi.org/10.1103/PhysRevLett.104.125002
http://dx.doi.org/10.1103/PhysRevLett.104.125002
http://dx.doi.org/10.1103/PhysRevE.87.053102
http://dx.doi.org/10.1103/PhysRevE.87.053102
http://dx.doi.org/10.1103/PhysRevE.87.053102
http://dx.doi.org/10.1103/PhysRevE.87.053102
http://dx.doi.org/10.1103/PhysRevB.84.214105
http://dx.doi.org/10.1103/PhysRevB.84.214105
http://dx.doi.org/10.1103/PhysRevB.84.214105
http://dx.doi.org/10.1103/PhysRevB.84.214105
http://dx.doi.org/10.1103/PhysRevLett.110.245502
http://dx.doi.org/10.1103/PhysRevLett.110.245502
http://dx.doi.org/10.1103/PhysRevLett.110.245502
http://dx.doi.org/10.1103/PhysRevLett.110.245502
http://dx.doi.org/10.1117/12.887386
http://dx.doi.org/10.1117/12.887386
http://dx.doi.org/10.1117/12.887386
http://dx.doi.org/10.1117/12.887386
http://dx.doi.org/10.1088/1367-2630/12/7/073037
http://dx.doi.org/10.1088/1367-2630/12/7/073037
http://dx.doi.org/10.1088/1367-2630/12/7/073037
http://dx.doi.org/10.1088/1367-2630/12/7/073037
http://dx.doi.org/10.1002/pssb.2221980222
http://dx.doi.org/10.1002/pssb.2221980222
http://dx.doi.org/10.1002/pssb.2221980222
http://dx.doi.org/10.1002/pssb.2221980222
http://dx.doi.org/10.1006/adnd.1993.1013
http://dx.doi.org/10.1006/adnd.1993.1013
http://dx.doi.org/10.1006/adnd.1993.1013
http://dx.doi.org/10.1006/adnd.1993.1013
http://dx.doi.org/10.1103/RevModPhys.39.125
http://dx.doi.org/10.1103/RevModPhys.39.125
http://dx.doi.org/10.1103/RevModPhys.39.125
http://dx.doi.org/10.1103/RevModPhys.39.125
http://dx.doi.org/10.1080/14786437708244948
http://dx.doi.org/10.1080/14786437708244948
http://dx.doi.org/10.1080/14786437708244948
http://dx.doi.org/10.1080/14786437708244948
http://dx.doi.org/10.1088/0953-8984/12/3/303
http://dx.doi.org/10.1088/0953-8984/12/3/303
http://dx.doi.org/10.1088/0953-8984/12/3/303
http://dx.doi.org/10.1088/0953-8984/12/3/303
http://dx.doi.org/10.1103/PhysRevLett.45.1196
http://dx.doi.org/10.1103/PhysRevLett.45.1196
http://dx.doi.org/10.1103/PhysRevLett.45.1196
http://dx.doi.org/10.1103/PhysRevLett.45.1196
http://dx.doi.org/10.1088/0953-8984/4/28/006
http://dx.doi.org/10.1088/0953-8984/4/28/006
http://dx.doi.org/10.1088/0953-8984/4/28/006
http://dx.doi.org/10.1088/0953-8984/4/28/006
http://dx.doi.org/10.1016/0925-9635(92)90146-F
http://dx.doi.org/10.1016/0925-9635(92)90146-F
http://dx.doi.org/10.1016/0925-9635(92)90146-F
http://dx.doi.org/10.1016/0925-9635(92)90146-F
http://dx.doi.org/10.1080/10420150108216890
http://dx.doi.org/10.1080/10420150108216890
http://dx.doi.org/10.1080/10420150108216890
http://dx.doi.org/10.1080/10420150108216890
http://dx.doi.org/10.1002/ctpp.201200095
http://dx.doi.org/10.1002/ctpp.201200095
http://dx.doi.org/10.1002/ctpp.201200095
http://dx.doi.org/10.1002/ctpp.201200095
http://dx.doi.org/10.1143/JPSJ.76.024701
http://dx.doi.org/10.1143/JPSJ.76.024701
http://dx.doi.org/10.1143/JPSJ.76.024701
http://dx.doi.org/10.1143/JPSJ.76.024701
http://dx.doi.org/10.1063/1.472076
http://dx.doi.org/10.1063/1.472076
http://dx.doi.org/10.1063/1.472076
http://dx.doi.org/10.1063/1.472076
http://dx.doi.org/10.1038/nphoton.2012.180
http://dx.doi.org/10.1038/nphoton.2012.180
http://dx.doi.org/10.1038/nphoton.2012.180
http://dx.doi.org/10.1038/nphoton.2012.180
http://dx.doi.org/10.1103/PhysRevLett.102.254801
http://dx.doi.org/10.1103/PhysRevLett.102.254801
http://dx.doi.org/10.1103/PhysRevLett.102.254801
http://dx.doi.org/10.1103/PhysRevLett.102.254801
http://dx.doi.org/10.1364/OE.15.017855
http://dx.doi.org/10.1364/OE.15.017855
http://dx.doi.org/10.1364/OE.15.017855
http://dx.doi.org/10.1364/OE.15.017855
http://dx.doi.org/10.1103/PhysRevA.84.033201
http://dx.doi.org/10.1103/PhysRevA.84.033201
http://dx.doi.org/10.1103/PhysRevA.84.033201
http://dx.doi.org/10.1103/PhysRevA.84.033201



